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[571 ABSTRACT

Adaptive bit allocation to a set of spectral transform
coefficients is optimized by setting a predetermined first
(maximum) threshold, then allocating one bit to those
coefficients above the threshold, no bits to those below.
If the total number of bits has not been allocated, the
threshold is lowered an “integer” step to a second
threshold, and again one bit allocated to those coeffici-
ents above the second threshold. The procedure is iter-
ated until all the total bits are allocated or, if too many
bits are allocated after the last integer step, a *“‘frac-
tional” step threshold is used.

5 Claims, 5 Drawing Figures
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BIT ALLOCATION GENERATOR FOR ADAPTIVE
TRANSFORM CODER

TECHNICAL FIELD

This invention relates to adaptive transform coding of
speech signals and, more particularly, to a bit allocation
generator for use in an adaptive transform coder.

BACKGROUND OF THE INVENTION

Adaptive transform coding is a speech compression
technique in which a speech signal is sampled and the
samples are partitioned into blocks. Each block is trans-
formed into a set of transform coefficient signals repre-
sentative of amplitudes of frequency components of
speech components in the block. The coefficient signals
are quantized to form coded signals which are transmit-
ted over a channel. At a receiver, the coded signals are
decoded and inverse transformed to generate the block
of speech samples.

In adaptive transform coding it is desirable to encode
the transform coefficients efficiently by allocating each
coefficient only enough bits to minimize a mean square
distortion measure and, consequently, have a flat quan-
tizing noise distribution in the frequency domain. Anal-
ysis has shown that the average distortion is minimized
by equalizing the per coefficient distortion. Since the
coefficient distortion is directly related to coefficient
variance, a larger number of bits are typically allocated
to coefficients of high variance and a smaller number of
bits, if any, are allocated to coefficients of small vari-
ance,

Several attempts have been made towards efficiently
allocating bits to the coefficients. One prior adaptive
transform coding arrangement, including a bit alloca-
tion technique, is disclosed in U.S. Pat. No. 4,184,049
issued to R. E. Crochiere and J. M. N. S. Tribolet, on
Jan. 15, 1980. Also, see an article entitled, “Frequency
Domain Coding of Speech” by J. M. Tribolet and R. E.
Crochiere, IEEE Transactions on Acoustics, Speech, and
Signal Processing, Vol. ASSP-27, No. 5, Oct. 5, 1979. In
this prior bit allocation technique, bits are initially allo-
cated to the coefficients based on a theoretical solution.
Thereafter, initial bit allocations, which are less than a
minimum value, are set to “zero”, and new bit alloca-
tions are computed for the coefficients. The new bit
allocations which are greater than a maximum value are
rounded down to a predetermined value. New bit allo-
cations are again computed and, then, modified by add-
ing or subtracting bits because of rounding off of the
individual bit allocations. This process is iterated until
the number of bits allocated to the coefficients equals a
total number of bits available for the block.

One problem with this prior bit allocation technique
is that negative bit allocations are possible. Conse-
quently, the other coefficients have been allocated too
many bits. This requires time-consuming iterations, as
does the rounding technique. Moreover, realtime bit
allocations using the prior arrangement would require a
so-called array processor, for example, a programmable
high-speed computer, which is undesirable because of
its cost, size and complexity.

SUMMARY OF THE INVENTION

In accordance with an aspect of the invention, bit
allocation in an adaptive transform coder is efficiently
achieved by employing a bit counting technique in
which a so-called bit allocation grid is controllably
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positioned relative to the coefficients to be allocated
bits. The grid is initially positioned at a first amplitude
threshold having a predetermined magnitude and a
number of bits allocated each coefficient is initially set
to a predetermined value, for example, “‘zero.” Coeffici-
ent magnitudes are compared to the first threshold and
bit allocations of coefficients having magnitudes in pre-
scribed relationship to the first threshold magnitude, for
example, equal to or greater than the first threshold
magnitude, are adjusted in accordance with a pre-
scribed criterion, for example, incremented by one bit.
After all of the coefficient magnitudes have been com-
pared with the first threshold magnitude, the number of
bits allocated is examined to determine if it is equal to or
greater than the total number of bits available. If not,
the number of bits allocated is less than the total number
of bits available and the bit allocation grid is reposi-
tioned by adjusting the first threshold magnitude in
accordance with a prescribed criterion, for example,
decrementing the first threshold magnitude by a prede-
termined value. All of the coefficient magnitudes are
again compared to the first threshold and the number of
bits allocated to coefficients having magnitudes in the
prescribed relationship to the first threshold are again
adjusted in accordance with the prescribed criterion,
i.e., one bit is allocated to each coefficient having a
magnitude equal to or greater than the adjusted first
threshold magnitude. The number of bits allocated is
again examined to determine if it is equal to or greater
than the total number of bits available. The threshold
adjustment and bit allocation process is iterated until the
total number of bits allocated is equal to the total num-
ber of bits available and the bit allocation grid is exactly
positioned.

In one embodiment of the invention, the coefficient
magnitudes are each represented by an integer portion
and a fractional portion. The bit allocations to the coef-
ficients are determined by first comparing the integer
portions of the coefficient magnitudes to the first
threshold and incrementing the number of bits allocated
to coefficients having integer magnitude portions in the
prescribed relationship to the first threshold, i.e., equal
to or greater than the first threshold. After all of the
integer portions of the coefficient magnitudes have been
compared with the first threshold, the number of bits
allocated is examined to determine if it is equal to or
greater than the total number of bits available. If not,
the number of bits allocated is less than the total number
of bits available and the first-threshold magnitude is
adjusted in accordance with the prescribed criterion,
i.e.,, decremented by a prescribed integer magnitude
value, and the integer portions of the coefficient magni-
tudes are again compared to the first threshold. The
number of bits allocated to coefficients having their
integer portion in the prescribed relationship to the first
threshold, i.e., equal to or greater than the first thresh-
old, is again adjusted in accordance with the prescribed
criterion, i.e., by incrementing by one bit the number
allocated to each coefficient having a magnitude equal
to or greater than the first threshold. The number of bits
allocated to the plurality of signal amplitude coeffici-
ents is again examined to determine if it is equal to or
greater than the total number of bits available. The
threshold adjustment and bit allocation process is iter-
ated until the total number of bits allocated is equal to or
greater than the total number of bits available. If the
total number of bits allocated is equal to the total num-



4,516,258

3

ber of bits available, an optimum bit allocation has been
reached and the process is terminated. However, if the
number of bits allocated is greater than the total number
of bits available, a second threshold is set to have a
magnitude equal to a predetermined minimum value,
for example, “0”. Then, the fractional portion of the
coefficient magnitude of each of the plurality of signal
amplitude coefficients is compared to the second
threshold in a prescribed sequence. The number of bits
allocated to coefficients having a fractional magnitude
portion in a prescribed relationship, for example, equal
to the second threshold is adjusted in accordance with a
prescribed criterion, for example, decrementing by

4

ple, N=128 and BT=512. Signals representative of
amplitude coefficient V'(i) of the shaped power spec-
trum shown in FIG. 2, namely, V'(Q) through V'(N—1)
are obtained in well-known fashion. See, for example,
U.S. Pat. No. 4,184,049, cited above, specifically, FIG.
11 and the corresponding description.

Coefficient signals V'(0) through V'(N—1) are sup-
plied to converter 101 (FIG. 1). Signals V'(0) through

© V(N —1) typically consist of 8 bits each, 4 bits represen-

“one” bit in the sequence. After each decrementing of -

an individual bit assignment, the number of bits allo-
cated is examined to determine if it is equal to the total
number of bits available. When the number of bits allo-
cated equals the total number of bits available, the opti-
mum bit allocation has been reached and the process is
terminated. If at the end of the sequence, the number of
bits allocated still exceeds the total number available for
allocation, the magnitude of the second threshold is
adjusted in accordance with a criterion, for example,
increased by a predetermined value. The fractional
magnitude portions of each of the plurality of signal
amplitude coefficients are again compared in sequence
to the adjusted second threshold and one bit is decre-
mented in the sequence from the bits allocated to each
amplitude coefficient having a fractional magnitude
equal to the adjusted second threshold. If the number of
bits allocated at the end of the sequence still exceeds the
total number of bits available, the comparison and bit
allocation adjustment procedures are again repeated.
The second threshold adjustment, fractional number
portion comparison and bit allocation procedures are
iterated until the number of bits allocated is equal to the
total number of bits available.

BRIEF DESCRIPTION OF THE DRAWING

The invention will be more fully understood from the
following detailed description of illustrative embodi-
ments thereof taken in connection with the appended
figures, in which:

FIG. 1 shows in simplified block diagram form an
arrangement for allocating bits to amplitude coefficients
for use in an adaptive transform coding arrangement;

FIG. 2 shows in graphical form a log variance plot
for the amplitude coefficients, namely, a power spec-
trum vs. frequency;

FIG. 3 depicts in simplified block diagram form one
embodiment of a bit allocator which may be employed
in the arrangement of FIG. 1;

FIG. 4 illustrates a flowchart of a program routine
illustrating a sequence of steps employed in the bit allo-
cator of FIG. 3 for effecting an optimum bit allocation
to the amplitude coefficients; and

FIG. 5 shows another embodiment of a bit allocator
which may be employed in the arrangement of FIG. 1.

DETAILED DESCRIPTION

FIG. 1 shows in simplified block diagram form a bit
allocation generator in accordance with an aspect of the
invention. As is known, in adaptive transform coding a
predetermined total number of bits (BT) is to be allo-
cated to amplitude coefficients V(i) in a block of sam-
ples of a shaped power spectrum V', where V'(i)=0.5
log 262 and i=0, 1,...N—1 (see FIG. 2). In this exam-
ple, N=128 and 1, ... N—1 (see FIG. 2). In this exam-
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tative of an integer portion of the coefficient magnitude,
namely, V’'I(i) and 4 bits representative of a fractional
portion of the coefficient magnitude, namely, V'F(i).
Thus, converter 101 generates V'I(i) and V'F(i) for
coefficients, i=0,1, ... N—1 in well-known fashion and
supplies the 4 bit integer portion and fractional portion
representations to bit allocator 102. To this end, con-
verter 101 includes two parallel in-serial out shift regis-
ters (not shown). In one example, the shift registers are
43X 128 type. The number adjacent the slanted lines in
the circuit connections indicates the number of parallel
circuit paths therein. Thus, for example, V'(0) includes
8 bits on 8 parallel circuit paths and V'F(i) includes
4-bits on 4 parallel circuit paths.

Bit allocator 102 generates bit allocations b(i) for
coefficients V'(i), each of which, consists of 4 bits. The
bit allocation process may be explained by referring to
FIG. 2. FIG. 2 illustrates in graphical form the position-
ing of a bit allocation grid on the shaped power spec-
trum of the speech samples having amplitude coeffici-
ents V'(i) for frequency components i=0,1, ... N—1,
i.e., the log variance plot of the coefficients. Bit alloca-
tions to coefficients V'(i) is equivalent to locating the
origin of the grid on the log variance plot. Since
V'(i)=0.5 logz62i is the coefficient variance, the grid
amplitude steps are one unit each which is equivalent to
6 dB if the log variance plot amplitude were in dB. Each
of coefficients V'(i) is represented by R-bits for an inte-
ger portion of its magnitude, namely, V'I(i) and S-bits’
for a fractional portion of its magnitude, namely, V'F(i).
In accordance with one aspect of the invention, the bit
allocation grid is approximately positioned by first con-
sidering integer portions V'I(i). To this end, all bit allo-
cations b(i) to coefficients V'(i) are initially adjusted to
a predetermined value, in this example, zero. A first
threshold TO is initially set to a predetermined maxi-
mum value, in this example, 2R—1 corresponding to
6(2R — 1)db, and integer portions V'I(i) are compared to
TO0. The number of bits allocated to coefficients having
integer portions in prescribed relationship to TO are
adjusted in accordance with a prescribed criterion. In
this example, V'I(i) is compared with T0 and the corre-
sponding bit allocation is incremented by one if V'I-
()ZTO. At the end of a V'I(i) comparison pass, the
number of bits allocated (B) is compared to the total
number of bits available (BT) to determine if BZBT. If
not, the value of threshold TO0 is adjusted in accordance
with a prescribed criterion. In this example, integer
threshold T0 is decremented by one unit, thereby drop-
ping the grid down one step on the log variance plot.
The comparison process is repeated and additional bits
are allocated until BZBT. If B=BT, the allocation grid
is exactly positioned and an optimum bit allocation has
been obtained. However, if B> BT, too many bits have
been allocated. Note, that in this example, at most, 127
more bits can be allocated than are available.

Refinement of the bit allocations is achieved in accor-
dance with an aspect of the invention by now consider-
ing fractional portions V'F(i) of the coefficient magni-






